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ABSTRACT

We present a novel method to adjust the perceived width of a phan-
tom source by varying the deterministic inter channel time differ-
ence (ICTD) in a pair of signals over frequency. In contrast to
given literature that focuses on random phase over frequency, our
paper considers a deterministic approach that is open to a more
systematic evaluation. Two allpass structures are described, finite
impulse response (FIR) and infinite impulse response (IIR),for
phase-based phantom source widening and evaluated in a formal
listening test. VaryingICTD over frequency essentially alters the
inter-aural cross correlation coefficient at the ears of a listener and
in this way provides a robust way to control the auditory source
width. The subjective evaluation results fully support ourobserva-
tions for both noise and speech signals.

1. INTRODUCTION

Two loudspeakers emitting the same sound simultaneously will
create the illusion of a phantom source, a sound localized inbe-
tween. A long lasting problem in the field is the manipulationof
the perceived phantom source width. Up until now, the main ways
to manipulate it were the so-called pseudo stereo or decorrelation
approaches.

Purely phase-based decorrelation techniques were comprehen-
sively studied in the work of Kendall [1], which gives an overview
of already convincing perceivable effects, using random phase val-
ues for different frequencies. Improvements and variations were
described in [2, 3]. The control of a random phase is nevertheless
a challenging task and evaluation results verify the difficulty inher-
ent in reducing the variability in the perceptual outcome ofsuch a
process.

Pseudo stereo can be achieved by various kinds of implemen-
tations, which essentially introduce fluctuations in the frequency
dependent level and phase differences of a pair of playback sig-
nals. Schröder [4] and Orban [5, 6] describe the Lauridsen net-
work which produces a pair of spectrally complementing comb
filters. Gerzon [7] discusses that previous work on Lauridsen net-
works suffers from phasing, a serious side-effect. He proposed
various alternative strategies to reduce this effect: a) frequency
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varying amplitude panning, b) a modified Lauridsen network with
a delayed channel, and c) unitary feedback delay networks.

Of the techniques proposed by Gerzon, frequency varying am-
plitude panning is very close to observations made independently
by Blauert and Lindemann. In their work, they mention [8] that
panning of individual frequency bands in specific directions, or
the rapid interchange of the panning directions of the frequen-
cies within a signal, reduces the inter-aural cross correlation co-
efficient (IACC) and increases the phantom source width, i.e., au-
ditory source width (ASW). They also verify the inverse relation
between IACC and ASW for headphone listening by combining
uncorrelated noise sources. The IACC is the maximum of the nor-
malized inter-aural cross correlation function within a maximum
time shift of±1ms [9]. Despite the evaluation using headphones,
their work is fundamental when creating a pseudo-stereo or decor-
related signal pair out of a single monophonic sound.

The main focus of this work is to revise phase-based ap-
proaches that neither suffer from phasing nor require special skill
in designing random variables by taking into account the obser-
vations by Blauert and Lindemann [8] and Gerzon [7]. To this
end, we establish the relationship between the phase of an allpass
filter and its frequency dependent group delay. Using the group
delay differences in a pair of allpass filters enables the determinis-
tic control of ICTD. Suitable implementations are provided for
both FIR and IIR filter designs. Eventually, the target phaseis de-
termined by an accurately reproducible frequency dependent inter
channel time difference (ICTD). This approach is equivalent to a
frequency dependent time delay panning in stereophony. Theper-
ceived phantom source widening using the presented algorithms is
evaluated and verified by a listening experiment and relatedto the
IACC, using a setup illustrated in Fig. 1.
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Figure 1: The setup used in the evaluation experiment.
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2. ALLPASS STRUCTURES FOR DETERMINISTIC ICTD

Decorrelation [1] designs are usually done by means of a random
allpass phaseφ[k] in the discrete Fourier transform (DFT) domain.
Introducing random phase in a signal cannot be done without con-
straints imposed to maintain acceptable sound quality.

Assuming an arbitrarily designed phase pairφ1, φ2, the out of
phase signals are easily avoided by forbidding these valuesin the
design, i.e.φ2 − φ1 6= (2l + 1)π, l ∈ Z.

Another issue is to ensure that the magnitude response stays
unity between the frequency binsk, cf. [1], or similarly, that the
impulse response does not suffer from cyclic time-domain aliasing.
The difference of the random phase in successive bins is therefore
subjected to a limitation|φ[k] − φ[k − 1]| < ∆φmax. After this
limitation, the achievable effect is mainly controlled by this limit
and the DFT-lengthN . In [3] it is even proposed to make this
limit depending on the Bark frequency to improve some perceptual
qualities.

This phase limitation is quite interesting for the determinis-
tic design as there is an underlying meaning that is useful. The
(cyclic) group delay in one frequency bin can be estimated us-
ing the first backward difference of the phaseτ [k] = N

2π fs
∆φ[k],

with the signal sampling frequencyfs. Hence, the limitation of the
phase change over successive bins is observed to limit the group
delay, implicitly. But it also means that the group delayτ [k] could
be designed as a random variable to construct the phase

φ[k] =
2π fs

N

k
X

k′=0

τ [k′]. (1)

Nevertheless, the limitation of frequency dependent random
group delays might not be enough as a design parameter for inter-
esting effects influencing the phantom source image. For instance,
the group delay should change often enough over frequency to
avoid angular shifts of the phantom source. On the other hand,
too frequent changes might cause impulse responses of inconve-
nient length. Therefore, a cosine function is proposed to design
the group delay.

2.1. Deterministic FIR allpass design

The presented study favors a deterministic FIR allpass design that
is reproducible and has a controllable variation of theICTD over
frequency.

As the simplest choice of its deterministic behavior, a positive
and negative cosine contour with adjustable frequency period ∆f
and peak valuêτ can be chosen as the group delay of the transfer
functionsH1, H2

τ1,2(ω) = ∓τ̂ cos(ω/∆f), (2)

with the angular frequency variableω = 2πf . This yields, with
τ2 − τ1, an adjustable inter channel time delay

ICTD(ω) = 2 τ̂ cos(ω/∆f). (3)

By the negative integral of the group delay overω, the sinusoidal
phaseφ(ω) = ±τ̂∆f sin(ω/∆f) of the allpass decorrelation
filters are obtained, withj =

√
−1,

H1,2(ω) = e± jτ̂∆f sin(ω/∆f). (4)
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Figure 2: Impulse, magnitude, phase, and group delay responses
of the deterministic FIR allpass pair.

It is not surprising that the structure of the correspondingimpulse
response is similar to an FM-spectrum with its Bessel functions
Jm(µ) of various ordersm and the modulation depthµ. For the
two allpass functionsh1(t) andh2(t) with opposing time delays,
the following impulse responses are obtained

h1,2(t) =
∞

X

m=−∞

J±m(τ̂∆f) δ

„

t − m

∆f

«

. (5)

The corresponding inter channel time delay is adjustable with re-
gard to the frequency period∆f/2 in which the sign of theICTD
alternates its magnitude between−2 τ̂ ≤ ICTD ≤ 2 τ̂ . The FIR
implementation is made causal by introducing a suitable time de-
lay. Its length is limited as Bessel functions vanish with large |m|
and small̂τ∆f . Fig. 2 shows the impulse, magnitude, phase, and
group delay responses of the system. In order to avoid opposite
inter channel phase, the phase argument of one channelφ needs to
be restricted to±π/2, i.e.

τ̂∆f <
π

2
. (6)

2.2. IIR allpass design

As an alternative IIR implementation of the phantom source widen-
ing effect, an implementation with third-octave structurecan be
defined. Let us assume two cascade chainsl = 1, 2 containing
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Figure 3: Group delay responses of the2nd order IIR allpass chain
elements for the channel 1 and 2 and the achievedICTD.

third-octave2nd order allpass filters

Hl(s) =
8

Y

k=−8

Hk,l(s), l = 1, 2. (7)

The allpassk in the cascadel is, for simplicity, described in the
Laplace/Fourier domain as a complex continuous-time filter

Hk,l(s) =
s − jωk,l − σk,l

s − jωk,l + σk,l

˛

˛

˛

˛

s=jω

= e
j2 arctan

ωk,l−ω

σk,l . (8)

We may use a reference angular frequencyω0 = 2π 1kHz in order
to define the center frequencies of the filtersωk = 2k/3 ω0 and
their bandwidthsσk = ∂

∂k
ωk = ωk/Q with Q = 1/ ln 21/3. Two

identical cascades do not create anyICTD yet, but only require
slight modifications to do so.

A frequency varyingICTD is obtained when the center fre-
quencies of both chains are shifted alternatingly towards lower and
higher frequencies by some factorsǫ−1 or ǫ, respectively. Defined
accordingly, the allpass parameters of the chainl are

ωk,l = ǫ(−1)k+l

2k/3 ω0, (9)

σk,l = ωk,l/Q. (10)

For good results,ǫ should be bounded1 ≤ ǫ < 21/6 to avoid
frequencies with opposite inter channel phase.
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Figure 4: Group delay response of the allpass chain and its equal-
ization with 150 2nd order IIR allpasses, and the compensated
group delay curve.
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Figure 5: Impulse, magnitude, phase, and group delay responses
of the deterministic IIR allpass chain pair out of third-octave2nd

order allpasses and their 150 element group delay compensation.

A closer insight into the proposed structure is obtained by re-
garding the group delay. The negative derivative of the phase is
easy to calculate for one elementk, and, in sum, yields the group
delay introduced by the cascadel

τl(ω) =
8

X

k=−8

2σ2
k,l

σ2
k,l + (ωk,l − ω)2

. (11)

The ICTD is the difference between the group delays of both
cascades

ICTD(ω) = τ2(ω) − τ1(ω). (12)

Essentially, this achieves the desired effect, see bottom dia-
gram in Fig. 3, but the group delay distortion of a third-octave
allpass cascade is clearly audible and slightly annoying for speech
and transients. An equalizer for the group delay has been designed
to avoid this in the proposed implementation, see Fig. 4. This is a
150 element allpass chain, designed to compensate for the group
delay curve

τeq(ω) = τc − τ1(ω) + τ2(ω)

2
(13)

up to a constant offsetτc. For more details on the design of all-
pass chains of2nd order elements with specific overall dispersion
behavior see [10]. Fig. 3 shows the group delay responses of all
the IIR cascade elements, its sum, the dispersion compensation
allpasses and the overall obtainedICTD.
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Description IACC IACCE3

C1 real source 0.886 0.875
C2 phantom source 0.824 0.815
C3 IIR allpass 0.741 0.725
C4 FIR allpass,̂τ = 3ms,∆f = 200Hz 0.715 0.690
C5 FIR allpass,̂τ = 1ms,∆f = 1200Hz 0.528 0.559
C6 FIR allpass,̂τ = 3ms,∆f = 400Hz 0.598 0.554
C7 FIR allpass,̂τ = 6ms,∆f = 200Hz 0.571 0.521
C8 FIR allpass,̂τ = 3ms,∆f = 600Hz 0.394 0.468

Table 1: Description of the tested conditions.

In Fig. 5 the resulting impulse, magnitude, phase, and group
delay responses are given. In this implementation, the parts of the
impulse responses lying below 200Hz and above 7kHz were left
untreated and come without delay for simplicity of illustration.

3. EVALUATION

We created eight conditions (described in Table 1) that correspond
to the discussed techniques and evaluated them in a formal listen-
ing test. The first two conditions were control conditions, included
to verify that the manipulations yield a larger source widthrelative
to an untreated phantom source (C2) and a mono source (C1). The
IIR condition C3 does not have many degrees of freedom thus it
was evaluated in a single condition. C4-C8 are more versatile and
were tested with various parameter settings for∆f andτ̂ .
The IACC for our eight conditions was computed from dummy
head recordings using a B&K 4128C in the real listening test setup.
For completeness, a recent measure proposed in [11], theIACCE3

was also computed.IACCE3 is the mean of theIACC computed
in 3 octave bands (500Hz, 1KHz and 2KHz) for the first 80ms.

3.1. Method

Participants were seated according to Figure 1 and were facing
forward, i.e. the participants were facing the centre of thesound
event. They were presented with all possible pairwise comparisons
of the eight experimental conditions and indicated which sound
in a pair (A, B, or none) is wider by pressing the corresponding
buttons on a keyboard. They could listen and switch between the
sounds in a pair at will.

The test was divided into two parts with different stimuli: 5s of
pink noise in the first and speech in the second part. For the second
part, a mono sample of 22s male English speech was used from
the EBU SQAM CD [12]. Stimuli were presented at 65dB(A) for
noise and 65Leq(A) for speech. Before each part, a short train-
ing phase was conducted to familiarize the participants with the
comparison task and the stimuli. Each of the (8 choose 2 =) 28
paired comparisons was rated twice by one participant, yielding a
number of56 comparisons for each part; a total number of 112
comparisons per participant for both parts. The order of presenta-
tion and the location of each stimulus within each pair (A, B)was
randomized.

3.2. Setup

Three Genelec 8020 loudspeakers were placed at -30◦, 0◦, and
+30◦, 2m from the participants’ head, see Figure 1. The size of

C1 C2 C3 C4 C5 C6 C7 C8
C1 -/- 91/84 91/100 95/84 100/100 100/100 95/100 100/95
C2 9/16 -/- 82/91 86/68 95/100 100/95 100/100 100/100
C3 9/0 18/9 -/- 75/48 91/77 91/93 100/100 100/100
C4 5/16 14/32 25/52 -/- 68/66 91/93 86/98 100/100
C5 0/0 5/0 9/23 32/34 -/- 77/86 86/89 100/95
C6 0/0 0/5 9/7 9/7 23/14 -/- 48/50 91/75
C7 5/0 0/0 0/0 14/2 14/11 52/50 -/- 82/70
C8 0/5 0/0 0/0 0/0 0/5 9/25 18/30 -/-

Table 2: Relative frequency dominance matrix containing the aver-
age percent of times participants responded that a column iswider
than a row for both noise/speech stimuli; numbers are rounded in-
tegers of the relative votes in %.

the playback room was approx.11m × 11m × 5m. The aver-
age reverberation timeRT60 was 470 ms. Although with refer-
ence to ITU-R BS.1116-1 [13] the room is large, it still is within
the recommended reverberation time limits. In addition, partici-
pants were seated within the effective critical distance ofthe setup,
which was calculated to be 2.76m. 11 participants (4 female,7
male) participated in the listening test (age range: 23-32 years,
median: 27 years). All participants were part of a trained listening
panel [14, 15] and familiar with the evaluation of source width, as
they had participated in another source width experiment [16].
We tested the following hypotheses: 1. The decreasedIACC or
IACCE3 created by the variation of theICTD over frequency af-
fects the perceived ASW. 2. The effect of the different conditions
is consistent for different input signal types as long as theICTD
variability is distributed over the signal’s bandwidth. 3.The per-
ception of the ASW increases with an increase in the magnitude of
theICTD. 4. The perception of the ASW is affected by∆f .

3.3. Results

Participants responded consistently throughout the experimental
trials. Only11% of the repetitions for noise and14% for speech
contained a different response. Most of this variation was observed
when they compared pairs C3/C4, and C6/C7. Table 2 shows the
relative frequency dominance matrix averaged across all partici-
pants and repetitions. A first indication that the differentcondi-
tions yielded different ASW impressions can be obtained by ex-
amining the percent of the responses in which participants judged
conditionCi+1 to be wider thanCi, i = 1 . . . 7. For noise, all
comparisons yield percent discrimination significantly larger than
chance (p < 0.05) apart from comparison C6/C7 and C4/C5. Re-
sults for speech stimuli were the same with the additional excep-
tion of condition comparison C3/C4.

A more complete picture can be obtained by creating phy-
chophysical scales that take into account the participants’ responses
in all possible pairwise comparisons between the eight conditions.
ASW scales were constructed based on the dataset in Table 2 ac-
cording to Thurstone Case V [17] and the BTL model [18] and
are presented in Table 3. Conditions were ranked in the same way
by both models however the differences between the scale values
of each condition varied. We attribute this discrepancy to the fact
that our experimental conditions were easily distinguishable yield-
ing ceiling effects that are handled differently in the two models.
Although we concentrate our analysis on the Thurstone scales, our
conclusions are supported by both models.
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Thurstone BTL
Noise Speech Noise Speech

C1 0 0 0 0
C2 0.19 0.14 0.0018 0.0043
C3 0.33 0.38 0.0063 0.0256
C4 0.48 0.30 0.0191 0.0183
C5 0.61 0.50 0.0398 0.0692
C6 0.78 0.87 0.2648 0.3972
C7 0.82 0.89 0.1473 0.8785
C8 1 1 1 1

Table 3: Scale values normalized within [0,1] based on Table2,
using the Thurstone and BTL model.
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Figure 6: Thurstone scales for noise/speech: median and 95%CI
using participants’ individual scales compared to scales using an-
swers pooled from all participants, Tab. 2. Scales were normalized
within [0,1].

Thurstone scales for each subject were calculated based on
each individual’s frequency dominance matrix. It is worth not-
ing that the median of the scales from the individuals’ responses
and the scales of the pooled responses constructed in the previous
paragraph were almost identical (see Figure 6). A 2-way (Stimu-
lus x Condition) ANOVA was then performed on the scale values
of each individual as a function of the condition and stimulus type
used in the experiment. Analysis of variance yielded no effect of
stimulus type and only a rather weak interaction between stimulus
and condition, F(7,70) = 2.08,p = 0.057. There was a significant
main effect of condition, F(7,70) = 263.616,p < 0.001. Post-
hoc comparisons using Bonferroni confidence interval adjustment
showed that all conditions yielded significantly differentsource
width perceptions (p < 0.001) with the exception of C3/C4 and
C6/C7. In the latter case no difference was observed for bothnoise
and speech. In the former, a significant difference was observed for
noise but none for speech, attributing partially to the marginally
significant interaction. The significant difference between condi-
tions C4 and C7 indicates that ASW perception depends on the
magnitude ofICTDs. One could try to predict the effect of∆f
from the fact that C4 yielded significantly lower ASW impressions
than both C6 and C8, implying an inverse relationship of ASW to
∆f . However, this is not confirmed when comparing C6 and C7.
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Figure 7: Thurstone scales for answers pooled from all participants
as a function of theIACCE3. Scales were normalized within [0,1],
IACCE3 of the conditions are indicated.

3.4. Discussion

Our hypotheses were in general confirmed by the experimentalre-
sults. Hypothesis 1 stating that the decreasedIACC or IACCE3

as a consequence of adjustingICTDs would yield different ASW
impressions was confirmed by the significant main effect of con-
dition observed in our experiment. The Thurstone scales from the
pooled participants’ responses correlated with IACC atr = 0.95
for noise andr = 0.92 for speech. Similarly,IACCE3 correlated
at r = 0.98 andr = 0.97 with the noise and speech stimuli re-
spectively, yielding a nearly linear relation as is clearlyshown in
Figure 7.
Hypothesis 2 stating that the manipulation of theICTD would ap-
ply to diverse stimuli types was confirmed for the noise and speech
used in our experiment. The ASW scales already presented in Ta-
ble 3 for noise and speech were highly correlated to each other
(r = 0.96). However, further studies are required to fully confirm
this hypothesis for other signal types.
Hypothesis 3 stating that the ASW impression would depend on
the magnitude of theICTD was confirmed by the significant dif-
ference between conditions C4 and C7.
Hypothesis 4 was also confirmed, however, a proper identification
of the effect of∆f will have to be discussed in future studies.

4. CONCLUSION

We have presented methods for phantom source widening using
deterministic frequency dependent time delays. The methods have
been implemented as deterministic FIR and IIR allpass structures.
The presented algorithms are useful new audio effects for spatial
sound imaging with well controllable behavior. However, clearly,
the comprehensive evidence of all perceived aspects and compar-
ison to earlier ideas about pseudo-stereo are outside the scope of
this paper and remain subject to future studies. It is worth noting
that in confirmation of the authors’ subjective impression from lis-
tening to the presented algorithms, participants did not report an-
noyance or timbral deficiencies in the listening experiments. This
however remains to be established in a more formal way in future
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studies.
Importantly, we show that frequency dependentICTD pan-

ning can be successfully used to widen a phantom source. Al-
though our evaluation results are onICTD panning, informal ex-
perimentation shows that the same technique can also be usedwith
frequency dependentICLD panning. Frequency dependent pan-
ning works essentially because it adjusts the inter-aural cross cor-
relation coefficient of the received signal and therefore provides a
robust way to control apparent sound source width. Several issues
remain unresolved however. In particular, it would be interest-
ing to identify when exactly image splitting starts to appear and
the role of different panning envelopes and individual frequencies.
Such undertakings will likely increase our knowledge aboutthe
mechanisms that leads to robust ASW representation in the brain
and assist us in the creation of better ways to control ASW.
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